1. **Research Title -**

**Research study – An OpenSimplex approach: Performance optimization techniques for Hadoop MapReduce system by optimizing Hadoop system configuration parameters.**

1. ***Abstract* –**

Hadoop MapReduce is a popular framework for distributed storage and processing of large datasets and is used for big data analytics. It has various configuration parameters which play a key role in deciding the performance i.e., the execution time of a given big data processing job. Default values of these parameters do not result in satisfactory performance and therefore it is important to tune them. However, there is inherent difficulty in tuning the parameters due to two important reasons - first, the parameter search space is large and second, there are cross-parameter interactions. In this paper, we are conducting research on Hadoop MapReduce system’s configuration parameters, to develop new performance optimization techniques for Hadoop MapReduce system. As achieving optimal results from a Hadoop implementation begins with highly efficient system configurations. The research work mainly focuses on deep study of 190 configuration parameters of Hadoop system which includes study of parameters of Linux file system, parameters of Hadoop, Map/Reduce-Specific Configurations and Hadoop job parameter. Also, the goal of research study is to develop a dimensionality-free method which can automatically tune the configuration parameters by considering the cross-parameter dependencies. The new ‘OpenSimplex approach’ an optimization technique which will analyze the Hadoop system cross parameter configurations based on application setup and tune them to achieve desired system performance.
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